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Algorithmic fairness in the context of personalized recommendation presents significantly different challenges to those commonly encountered in classification tasks. Researchers studying classification have generally considered fairness to be a matter of achieving equality of outcomes between a protected and unprotected group, and built algorithmic interventions on this basis. We argue that fairness in real-world application settings in general, and especially in the context of personalized recommendation, is much more complex and multi-faceted, requiring a more general approach. We propose a model to formalize multistakeholder fairness in recommender systems as a two stage social choice problem. In particular, we express recommendation fairness as a novel combination of an allocation and an aggregation problem, which integrate both fairness concerns and personalized recommendation provisions, and derive new recommendation techniques based on this formulation. Simulations demonstrate the ability of the framework to integrate multiple fairness concerns in a dynamic way.
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1 Introduction

Recommender systems are personalized machine learning systems that support users’ access to information in applications as disparate as rental housing, video streaming, job seeking, social media feeds and online dating. The challenges of ensuring fair outcomes in such systems have been addressed in a growing body of research literature surveyed by Ekstrand et al [12]. Despite these research efforts, some key limitations have remained unaddressed, limitations that render this work inadequate for the applications for which it is intended.

The first limitation we see in current work is that researchers have generally assumed that the problem of group fairness can be reduced to the problem of ensuring equality of outcomes between a protected and unprotected group, or in the case of individual fairness, that there is a single type of fairness to be addressed for all individuals. Where fairness for multiple groups has been considered (e.g., Kearns et al. [14], Sonboli et al. [25]), it is defined in the same way for all groups.

We believe that this limitation is severe and not representative of realistic recommendation tasks in which fairness is sought. US anti-discrimination law, for example, identifies multiple protected categories relevant to settings such as housing, education and employment including gender, religion, race, age, and others [3]. But even in the absence of
such external criteria, it seems likely that any setting in which fairness is a consideration will need to incorporate the
views of multiple groups.

We also expect that fairness will mean different things for different groups. Consider, for example, a system recom-
mending news articles. Fairness might require that, over time, readers see articles that are geographically representative
of their region: rural and urban or uptown vs downtown, for example. But fairness in presenting viewpoints might also
require that any given day’s set of headlines represent a range of perspectives. These are two different views of what
fairness means, entailing different measurements and potentially different types of algorithmic interventions.

The second limitation that we see in current work is that fairness-aware interventions in recommender systems as
well as many other machine learning contexts, have a static quality. In many applications, a system is optimized for
some criterion and when the optimization is complete, it produces decisions or recommendations based on that learned
state [21]. We think of fairness as a dynamic state, especially when what is of primary concern are fair outcomes. A
recommender system’s ability to produce outcomes that meet some fairness objective may be greatly influenced by
context: what items are in inventory, what types of users arrive, how fair the most recent set of recommendations has
been, and many others. A static policy runs the risk of failing to capitalize on opportunities to pursue fairness when
they arise and/or trying to impose fairness when its cost is high, by not being sensitive to the context.

Our contribution in this paper is the design of an architecture for implementing fairness in recommender systems
that addresses both of these limitations. We start from the assumption that multiple fairness concerns will be active at
any one time, and that these fairness concerns can be relatively unrestricted in form. Secondly, we build the framework
to be dynamic in that decisions are always made in the context of historical choices and results.

Our research in fairness examines concepts inspired by the application context of Kiva Microloans, which offers a
platform (Kiva.org) for crowd-sourcing the funding of microloans, mostly in the developing world. Kiva’s users (lenders)
choose among the loan opportunities offered on the platform; microloans from multiple lenders that are aggregated and
distributed through third party non-governmental organizations around the world. Kiva Microloans’ mission specifically
includes considerations of “global financial inclusion”; as such, incorporating fairness in its recommendation of loans to
potential users (lenders) is a key goal. We will use Kiva’s platform as an example throughout this paper. However, the
analytic findings are not specific to this setting.

2 Formalizing Fairness Concerns

A central tenet of our work is that fairness is a contested concept [19]. From an application point of view, this means that
ideas about fairness will be grounded in specific contexts and specific stakeholders, and that these ideas will be multiple
and possibly in tension with each other. From a technical point of view, this means that any fairness-aware recommender
system should be capable of integrating multiple fairness concepts, arising as they may from this contested terrain.

A central concept in this work is the idea of a fairness concern. We define a fairness concern as a specific type
of fairness being sought, relative to a particular aspect of recommendation outcomes, evaluated in a particular way.
For example, a possible fairness concern in the microlending context might be group fairness relative to different
geographical regions considered in light of the exposure of loans from these regions in recommendation lists. The
concern identifies a particular aspect of the recommendation outcomes (in this case, their geographical distribution),
the particular fairness logic and approach (more about this below), and the metric by which fair or unfair outcomes are
determined.

1 We are currently conducting research to characterize fairness concerns appropriate to Kiva’s recommendation applications. At this stage, we can only
speculate about the fairness concerns that might arise in that work. None of the discussion here is intended to represent design decisions or commitments
to particular concerns and/or their formulation.
The first consideration in building a fairness-aware recommender system is the question of what fairness concerns surround the use of the recommender system, itself. Many such concerns may arise and like any system-building enterprise, there are inevitably trade-offs involved in the formulation of fairness concerns. An organization may decide to incorporate only the highest-priority concerns into its systems. An initial step in fairness-aware recommendation is for an organization to consult its institutional mission and its internal and external stakeholders with the goal of eliciting and prioritizing fairness concerns. An example of this kind of consultation can be seen in the WeBuildAI project [15] and its participatory design framework for AI.

In addition to addressing different aspects of system outcomes, different fairness concerns may invoke different logics of fairness. Welfare economists have identified a number of such logics and we follow Moulin [18] who identifies four:

**Exogenous Right:** A fairness concern is motivated by exogeneous right if it follows from some external constraint on the system. For example, the need to comply with fair lending regulations may mean that male and female borrowers should be presented proportionately to their numbers in the overall loan inventory.

**Compensation:** A fairness concern that is a form of compensation arises in response to observed harm or extra costs incurred by one group versus others. For example, loans with longer repayment periods are often not favored by Kiva users because their money is tied up for longer periods. To compensate for this tendency, these loans may need to be recommended more often.

**Reward:** The logic of reward is operational when we consider that resources may be allocated as a reward for performance. For example, if we know that loans to large cooperative groups are highly effective in economic development, we may want to promote such loans as recommendations so that they are more likely to be funded and realize their promise.

**Fitness:** Fairness as fitness is based on the notion of efficiency. A resource should go to those best able to use it. In a recommendation context, it may mean matching items closely with user preferences. For example, when loans have different degrees of repayment risk, it may make sense to match the loan to the risk tolerance of the lender.

It is clear that fairness logics do not always pull in the same direction. The invocation of different logics are often at the root of political disagreements: for example, controversies over the criteria for college admissions sometimes pit ideas of reward for achievement against ideas of compensation for disadvantage.

Recommender systems often operate as two-sided platforms, where one set of individuals are receiving recommendations and possibly acting on those recommendations (consumers), and another set of individuals is creating or providing items that may be recommended (providers) [7]. Consumers and providers are considered, along with the platform operator, to be the direct stakeholders in any discussion of recommender system objectives. Fairness concerns may derive from any stakeholder, and may need to be balanced against each other. The platform may be interested in enforcing fairness, even when other stakeholders are not. For example, the average recommendation consumer might only be interested in the best results for themselves, regardless of the impact on others. Fairness concerns can arise on behalf of other, indirect, stakeholders who are impacted by recommendations but not a party to them. An important example is representational fairness where we are concerned about the way the outputs of a recommender system operate to represent the world and classes of individuals within it: for example, the way the selection of news articles might end up representing groups of people unfairly [20] (see [12] for additional discussion). As a practical matter, representational fairness concerns can be handled in the same way as provider-side fairness for our purposes here.
Finally, we have the consideration of group versus individual fairness. This dichotomy is well understood as a key difference across types of fairness concerns, defining both the target of measurement of fairness and the underlying principle being upheld. Group fairness requires that we seek fairness across the outcomes relative to predefined protected groups. Individual fairness asks whether each individual user has an appropriate outcome and assumes that users with similar profiles should be treated the same. Just as there are tensions between consumer and provider sides in fairness, there are fundamental incompatibilities between group and individual fairness. Treating all of the outcomes for a group in aggregate is inherently different than maintaining fair treatment across individuals considered separately. Friedler et al. offer a thorough discussion of this topic [13].

<table>
<thead>
<tr>
<th>Label</th>
<th>Fairness type</th>
<th>Side</th>
<th>Who is Impacted</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>LowCountry</td>
<td>Group</td>
<td>Comp.</td>
<td>Borrowers from countries with lower funding rates</td>
<td>Exposure of loans in recommendation lists</td>
</tr>
<tr>
<td>LargeAmt</td>
<td>Group</td>
<td>Reward</td>
<td>Borrowers in consortia seeking larger loans</td>
<td>Exposure of loans in recommendation lists</td>
</tr>
<tr>
<td>Repay</td>
<td>Individual</td>
<td>Reward</td>
<td>All borrowers</td>
<td>Loan exposure proportional to repayment probability</td>
</tr>
<tr>
<td>LowSector</td>
<td>Group</td>
<td>Exo. right</td>
<td>Borrowers in sectors with lower funding rates</td>
<td>Exposure of loans in recommendation lists</td>
</tr>
<tr>
<td>AllCountry</td>
<td>Individual</td>
<td>Exo. right</td>
<td>All borrowers</td>
<td>Catalog coverage by country</td>
</tr>
<tr>
<td>AccuracyLoss</td>
<td>Group</td>
<td>Exo. right</td>
<td>All lenders</td>
<td>Accuracy loss due to fairness objective is fairly distributed across protected groups of users.</td>
</tr>
<tr>
<td>RiskTolerance</td>
<td>Individual</td>
<td>Fitness</td>
<td>All lenders</td>
<td>Riskier loans are recommended to users with greater risk tolerance</td>
</tr>
</tbody>
</table>

Table 1. Potential fairness concerns and their logics.

Putting all of these dimensions together gives us a three-dimensional ontology of fairness concerns in recommendation: fairness logic, consumer- vs provider-side, and group vs individual target. Table 1 illustrates a range of different fairness concerns that are speculatively derived from the microlending context. This list illustrates a number of the points relative to fairness concerns raised so far. We can see that all four of Moulin’s fairness logics are represented. We also see that the fairness concerns can be group or individual: for example, we are attentive to individual qualities in the RiskTolerance concern, but group outcomes in LargeAmt. The AccuracyLoss concern is a consumer-side concern, relevant to lenders, but other concerns are on the provider side. We also see that it is possible for a single objective, here the geographic diversity of loan recommendation, to be represented by multiple fairness concerns: LowCountry and AllCountry. In spite of having the same target, these concerns are distinguished because they approach the objective from different logics and evaluate outcomes differently.

2.1 Fairness Agents

Our architecture SCRUF-D (Social Choice for Recommendation Under Fairness – Dynamic) builds on the SCRUF architecture introduced in [8, 24]. It is designed to allow multiple fairness concerns to operate simultaneously in a
recommendation context. Fairness concerns, derived from stakeholder consultation, are instantiated in the form of fairness agents, each having three capabilities:

**Evaluation**: A fairness agent can evaluate whether the current historical state is fair, relative to its particular concern. Without loss of generality, we assume that this capability is represented by a function \( m_i \) for each agent \( i \) that takes as input a history of the system’s actions and returns a number in the range \([0, 1]\) where 1 is maximally fair and 0 is totally unfair, relative to the particular concern.

**Compatibility**: A fairness agent can evaluate whether a given recommendation context represents a good opportunity for its associated items to be promoted. We assume that each agent \( i \) is equipped with a function \( c_i \) that can evaluate a user profile \( \omega \) and associated information and return a value in the range \([0, 1]\) where 1 indicates the most compatible user and context and 0, the least.

**Preference**: An agent can compute a preference for a given item whose presence on a recommendation list would contribute (or not) to its particular fairness concern. Again, without loss of generality, we assume this preference can be realized by a function that accepts an item as input and returns a preference score in \( \mathbb{R}_+ \) where a larger value indicates that an item is more preferred.

### 2.2 Recommendation Process

We assume a recommendation generation process that happens over a number of time steps \( t \) as individual users arrive and recommendations are generated on demand. Users arrive at the system one at a time, receive recommendations, act on them (or not), and then depart. When a user arrives, a recommendation process produces a recommendation list \( \ell_s \) that represents the system’s best representation of the items of interest to that user, generated through whatever recommendation mechanism is available. We do not make any assumptions about this process, except that it is focused on the user and represents their preferences. A wide variety of recommendation techniques are well studied in the literature, including matrix factorization, neural embeddings, graph-based techniques, and others.

The first step to incorporating fairness into the recommendation process is to determine which fairness concerns / agents will be active in responding to a given recommendation opportunity. This is the *allocation phase* of the process, the output of which is a set of non-negative weights \( \beta_i \), summing to one, over the set of fairness agents, indicating to what extent each fairness agent is considered to be allocated to the current opportunity.

Once the set of fairness agents have been allocated, they have the opportunity to participate in the next phase of the process, which is the *choice phase*. In this phase, all of the active (non-zero weighted) agents and their weights participate in producing a final list of recommendations for the user. We view the recommender system itself as being an agent that participates in this phase.

### 3 The SCRUF-D Architecture

The two phases of the SCRUF-D architecture are detailed in Figures 1 and 2. The original SCRUF framework [24] concentrated on the representation of user preferences, as computed by the recommender system, and fairness concerns, as derived from stakeholder consultation as discussed in Section 2.1, and their integration. SCRUF-D incorporates the history of system decisions and the fairness achieved over time to control the allocation of fairness concerns. We will first provide a high level overview of the system and describe each figure in detail with formal notation: Table 2 provides a reference to this notation.
3.1 Overview

We can think of a recommender system as a two-sided market in which the recommendation opportunities that arise from the arrival of a user $u \in \mathcal{U}$ to the system, and each are allocated to a set of items $v \in \mathcal{V}$ from the system’s catalog. This market has some similarities to various forms of online matching markets including food banks [1], kidney allocation [2, 16], and ride sharing [10], in that users have preferences over the items; however, in our case this preference is known only indirectly through either the prior interaction history or a recommendation function. Additionally, the items are not consumable or rivalrous. For example, a loan can be recommended to any number of users – it is not “used up” in the recommendation interaction. Also, users are not bound to the recommendations provided; in most systems including Kiva, there are multiple ways to find items of which the recommender system is only one.

This problem has some similarities with those found in computational advertising, where specific messages are matched with users in a personalized way [26, 27]. Because advertising is a paid service, these problems are typically addressed through mechanisms of monetary exchange, such as auctions. There is no counterpart to budgets or bids in our context, which means that solutions in this space do not readily translate to supporting fair recommendation [11, 28, 29]. Once we have a collection of fairness agents we must solve two interrelated problems: (1) what agent(s) are allocated to a particular recommendation opportunity and (2) how do we balance between the allocated agents and the user’s individual preferences?

Figure 1 shows the first phase of this process, allocation [5], in which we decide which fairness concerns / agents should be allocated to a particular fairness opportunity. This is an online and dynamic allocation problem where we must consider many factors including the history of agent allocations so far, the generated lists from past interactions with users, and how fair the set of agents believes this history to be. As described in Section 2.1, agents take these histories and information about the current user profile and calculate two values: $m$, a measure of fairness relative to their agent-specific concern; and $c$, a measure of compatibility between the current context and the agent’s fairness concern. The allocation mechanism takes these metrics into account producing a probability distribution over the

---

2Loans on Kiva’s platform may be exhausted eventually through being funded, but many other objects of recommendation such as streaming media assets are effectively infinitely available.
fairness agents that we call the agent allocation, which can be interpreted as weights in the choice stage or be used to select a single agent via a lottery, e.g., a randomized allocation scheme [6].

In the second phase, shown in Figure 2, the recommender system generates a list of options, considered to represent the user’s preferences. The fairness concerns generate their own preferences as well. These preferences may be global in character, i.e., preferences over all items, in which case they may be independent of what the recommender system produces. Or, as indicated by the dashed line, these preferences may be scoped only over the items that the recommender system has generated. In either case, the preference function of the fairness agent, like the one for the user, generates a list of items and scores. The choice mechanism combines these preferences of both the user and fairness agents, along with the allocation weights of the fairness agents, to arrive at a final recommendation list to be delivered to the user. The list itself, and possibly interactions the user has with it, become a new addition to the choice history and the process continues for the next user.

3.2 Formal Description

In our formalization of a recommendation system setting we have a set of users \( U = \{ u_1, \ldots, u_n \} \) and a set of items \( V = \{ v_1, \ldots, v_m \} \). For each item \( v_i \in V \) we have a \( k \)-dimensional feature vector \( \phi = \langle \phi_1, \ldots, \phi_k \rangle \) over a set of categorical features \( \phi \), each with finite domain. Some of these features may be sensitive, e.g., they are associated with one or more fairness agent concerns, we denote this set as \( \phi_s \). Without loss of generality, we assume that all elements in \( V \) share the same set of features \( \phi \). Finally, we assume that each user is associated with a profile of attributes \( \omega = \langle \omega_1, \ldots, \omega_j \rangle \), of which some also may be sensitive \( \omega_s \subseteq \omega \), e.g., they are associated with one or more fairness agents.

As in a standard recommendation system we assume that we have (one or more) recommendation mechanism that take a user profile \( \omega \) and a (set of) items \( v \) and produces a predicted rating \( \hat{r} \in \mathbb{R}_+ \). We will often refer to a recommendation list, \( \ell = \{ (v_1, \hat{r}_1), \ldots, (v_i, \hat{r}_i) \} \), which is generated for user \( \omega \) by sorting according to \( \hat{r} \), i.e., \( \text{sort}(R_i(\omega, V)) \rightarrow \ell \). Note that this produces a permutation (ranking) over the set of items for that user, i.e. a recommendation. As a practical
<table>
<thead>
<tr>
<th>Relevant System</th>
<th>( \mathcal{U}(u) )</th>
<th>Users (user).</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \mathcal{V}(v) )</td>
<td>Items (item).</td>
</tr>
<tr>
<td>( \phi = {\phi_1, \ldots, \phi_L} )</td>
<td>Item Features.</td>
<td></td>
</tr>
<tr>
<td>( \omega = {\omega_1, \ldots, \omega_J} )</td>
<td>User Profile.</td>
<td></td>
</tr>
<tr>
<td>( \phi^S \subseteq \phi )</td>
<td>Sensitive Item Features as a subset of all item features ( \phi ).</td>
<td></td>
</tr>
<tr>
<td>( \omega^S \subseteq \omega )</td>
<td>Sensitive Aspects of User Profile as a subset of all user profile features ( \omega ).</td>
<td></td>
</tr>
<tr>
<td>( \mathcal{R}_i(\omega, v) \to {v, \hat{r}} )</td>
<td>Recommendation mechanism that takes a user profile ( \omega ) and a set of items ( v ) and produces a predicted rating ( \hat{r} \in \mathbb{R} ).</td>
<td></td>
</tr>
<tr>
<td>( \ell = \langle {v_1, \hat{r}_1}, \ldots, {v_i, \hat{r}_i} \rangle )</td>
<td>Recommendation List as an ordered list of item, predicted rating pairs.</td>
<td></td>
</tr>
<tr>
<td>( \text{sort}(\mathcal{R}_i(\omega, \mathcal{V})) \to \ell )</td>
<td>Recommendation List for user ( \omega ) sorted by ( \hat{r} ).</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fairness Agents</th>
<th>( \mathcal{F} = {f_1, \ldots, f_I} )</th>
<th>Set of Fairness Agents.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_i = {m_i, c_i, \mathcal{R}_i} )</td>
<td>Fairness agent ( i ) defined by a fairness metric ( m_i ), a compatibility metric ( c_i ), and a ranking function ( \mathcal{R}_i ).</td>
<td></td>
</tr>
<tr>
<td>( m_i(\tilde{L}, \hat{H}) \to [0, 1] )</td>
<td>Fairness metric for agent ( i ) that takes a choice history ( \tilde{L} ) and allocation history ( \hat{H} ) and produces a value in ([0, 1]) according to the agent’s evaluation of how fair recommendations so far have been.</td>
<td></td>
</tr>
<tr>
<td>( c_i(\omega) \to [0, 1] )</td>
<td>Compatibility metric for agent ( i ) that takes a particular user profile ( \omega ) and produces a value in ([0, 1]) for how compatible fairness agent ( i ) believes they are for user ( \omega ).</td>
<td></td>
</tr>
<tr>
<td>( \mathcal{R}_i(\omega, v) \to {v, \hat{r}} )</td>
<td>Fairness Agent Recommendation function.</td>
<td></td>
</tr>
<tr>
<td>( \mathcal{R}_i(\omega, v) \to {v, \hat{r}} )</td>
<td>Set of Fairness Agent Recommendation Lists indexed by fairness agent label ( i ).</td>
<td></td>
</tr>
</tbody>
</table>

| Allocation | \( \mathcal{A}(\mathcal{F}, m_F(\tilde{L}, \hat{H}), c_F(\omega)) \to \beta \in \mathbb{R}_+^{|I|} \) | Allocation mechanism \( \mathcal{A} \) that takes a set of fairness agents \( \mathcal{F} \), the agents’ fairness metric evaluations \( m_F(\tilde{L}, \hat{H}) \), and the agents’ compatibility metric evaluations \( c_F(\omega) \) and maps to an agent allocation \( \beta \). |
|-------------|-----------------|-----------------|
| \( \tilde{H} = \langle \beta^1, \ldots, \beta^I \rangle \) | Allocation History \( \tilde{H} \) that is an ordered list of agent allocations \( \mathcal{A} \) at time \( t \). |

<table>
<thead>
<tr>
<th>Choice</th>
<th>( C(\ell, \beta, \mathcal{F}) \to \ell_C )</th>
<th>Choice Function Output List as a function from a recommendation list ( \ell ), agent allocation ( \beta ), and fairness agent recommendation list(s) ( \mathcal{F} ) to a combined list ( \ell_C ).</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tilde{L} = \langle \ell^1, \ell^2, \ell^C \rangle )</td>
<td>Choice History that is an ordered list of user recommendation list ( \ell ), agent recommendation list(s) ( \mathcal{F} ), and choice function output lists ( \ell_C ), indexed by time step ( \ell ).</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Notations for our formal description of the SCRUF-D architecture.
been; a compatibility metric, \(c_i(\omega) \rightarrow [0, 1]\), that takes a particular user profile \(\omega\) and produces a value in [0, 1] for how compatible fairness agent \(i\) believes they are for user \(\omega\); and a ranking function, \(\mathcal{R}_I(\omega, v) \rightarrow \{u, \hat{r}\}\), that gives the fairness agent preferences.

In the allocation phase (Figure 1), we must allocate a set of fairness agents to a recommendation opportunity. Formally, this is an allocation function, \(\mathcal{A}(\mathcal{F}, m_{\mathcal{F}}(\mathcal{L}, \mathcal{H}), c_{\mathcal{F}}(\omega)) \rightarrow \beta \in \mathbb{R}^{|\mathcal{F}|}\) that takes a set of fairness agents \(\mathcal{F}\), the agents’ fairness metric evaluations \(m_{\mathcal{F}}(\mathcal{L}, \mathcal{H})\), and the agents’ compatibility metric evaluations \(c_{\mathcal{F}}(\omega)\) and maps to an agent allocation \(\beta\), where \(\beta\) is a probability distribution over the agents \(\mathcal{F}\). The allocation function itself is allocating fairness agents to recommendation opportunities by considering both the fairness metric for each agent as well as each fairness agent’s estimation of their compatibility.

The allocation function can take many forms, e.g., it could be a simple function of which ever agent voices the most unfairness in the recent history [24], or it could be a more complex function from social choice theory such as the probabilistic serial mechanism [4] or other fair division or allocation mechanisms. Note here that the allocation mechanisms is directly comparing the agent valuations of both the current system fairness and compatibility. Hence, we are implicitly assuming that the agent fairness evaluations are comparable. While this is a somewhat strong assumption, it is less strong than assuming that fairness and other metrics, e.g., utility or revenue, are comparable as is common in the literature [30]. So, although we are assuming different voicing of fairness are comparable, we are only assuming that fairness is comparable with fairness, and not other aspects of the system. We plan to explore options for the allocation function in our empirical experiments. We track the outputs of this function as the allocation history, \(\mathcal{H} = (\beta^1, \ldots, \beta^t)\), an ordered list of agent allocations \(\beta\) at time \(t\).

In the second phase of the system (Figure 2), we must take the set of allocated agents and combine their preferences (and weights) with those of the current user \(\omega\). To do this we define a choice function, \(\mathcal{C}(\ell, \beta, \ell_{\mathcal{F}}) \rightarrow \ell_{C}\), as a function from a recommendation list \(\ell\), agent allocation \(\beta\), and fairness agent recommendation list(s) \(\ell_{\mathcal{F}}\) to a combined list \(\ell_{C}\): Each of the fairness agents is able to express their preferences over the set of items for a particular user, \(\mathcal{R}_I(\omega, v) \rightarrow \{u, \hat{r}\}\), and we take this set of lists, \(\ell_{\mathcal{F}} = \{\mathcal{R}_I(\omega, v), \ldots, \mathcal{R}_I(\omega, v)\}\), as input to the choice function that generates a final recommendation that is shown to the user, \(\ell_{C}\).

We again leave this choice function unspecified as this formulation provides a large design space: we could use a simple voting rule, a simple additive utility function or something much more complicated like rankings over the set of all rankings [5]. Note that the choice function can use the agent allocation \(\beta\) as either a lottery to, e.g., select one agent to voice their fairness concerns, or as a weighting scheme. We will investigate a range of choice functions in further research. In order for the fairness agents to be able to evaluate the status of the system we also track the choice history, \(\mathcal{L} = (\ell^t, \ell_{\mathcal{F}}^t, \ell_{C}^t)\), as an ordered list of user recommendation list \(\ell\), agent recommendation list(s) \(\ell_{\mathcal{F}}\), and choice function output lists \(\ell_{C}\), indexed by time step \(t\).

4 Design Considerations

Within this framework there are a number of important design considerations to take into account for any particular instantiation of the SCRUF-D architecture. We have left many of the particular design choices open for future investigation. We allow for any type of recommendation algorithm; fairness agents may incorporate any type of compatibility function or fairness evaluation function. Similarly, we do not constrain the allocation or choice mechanisms. With SCRUF-D, we are able to explore many definitions of fairness and recommendation together in a principled uniform way. In this section, we discuss a few of the design parameters that may be explored in future work.
4.1 Agent Design

We can expect that an agent associated with a fairness concern will typically have preferences that order items relative to a particular feature or features associated with that concern. Items more closely related to the sphere of concern will be ranked more highly and those unrelated, lower. However, this property means that agents associated with different concerns might have quite different rankings – the gender parity concern will rank women’s loans highly regardless of their geography, for example. Thus, we cannot assume consistency or single-peakedness across the different agents.

As noted above, agents may have preferences over disjoint sets of items or they may be constrained only to have preferences over the items produced by the recommender system for the given user. This second option corresponds to a commonly-used re-ranking approach, where the personalization aspect of the system controls what items can be considered for recommendation and fairness considerations re-order the list [12]. If an agent can introduce any item into its preferences, then we may have the challenge in the choice phase of integrating items that are ranked by some agents but not others. Some practical work-arounds might include a constraint on the recommender system to always return a minimum number of items of interest to the allocated agents or a default score to assign to items not otherwise ranked.

Despite our terminology, it is clear that our architecture as described is sufficiently general that an agent could be designed that pushes the system to act in harmful and unfair ways rather than beneficial and fairness-enhancing ones. Thus, the importance of the initial step of stakeholder consultation and the careful crafting of fairness concerns. Because fairness concerns are developed within a single organization and with beneficence in mind, we assume that we do not need to protect against adversarial behavior, such as collusion among agents or strategic manipulation of preferences. The fact that the agents are all “on the same team” allows us to avoid constraints and complexities that otherwise arise in multi-agent decision contexts.

4.2 Agent Efficacy

The ability of an agent to address its associated fairness concern in non-deterministic. It is possible that the agent may be allocated to a particular user interaction, but its associated fairness metric may still fail to improve. One likely reason for this is the primacy of the personalization objective. Generally, we expect that the user’s interests will have the greatest weight in the final recommendations delivered. Otherwise, the system might have unacceptably low accuracy, and fail in its primary information access objective.

One design decision therefore is whether (and how) to track agent efficacy as part of the system history. If the agent’s efficacy is generally low, then opportunities to which it is suited become particularly valuable; they are the rare situations in which this fairness goal can be addressed. Another aspect of efficacy is that relationships among item characteristics may mean that a given agent, while targeted to a specific fairness concern, might have the effect of enhancing multiple dimensions of fairness at once. Consider a situation in which geographic concerns and sectoral concerns intersect. Promoting an under-served region might also promote an under-served economic sector. Thus, the empirically-observed multidimensional impact of a fairness concern will need to be tracked to represent its efficacy.

Efficacy may also be a function of internal parameters of the agent itself. A separate learning mechanism could then be deployed to optimize these parameters on the basis of allocation, choice and user interaction outcomes.

4.3 Mechanism Inputs

Different SCRF implementations may differ in what aspects of the context are known to the allocation and/or choice mechanisms. Our hope is that we can leverage social choice functions in order to limit the complexity of the information...
that must be passed to the allocation and/or choice mechanisms. However, if a sophisticated and dynamic representation of agent efficacy is required, it may be necessary to implement a bandit-type mechanism to explore the space of allocation probabilities and/or agent parameters as discussed above. Recent research on multidimensional bandit learning suggests possible approaches here [17].

4.4 Agent Priority

As we have shown, agent priority in the allocation phase may be a function of user interests, considering different users as different opportunities to pursue fairness goals. It may also be a function of the history of prior allocations, or the state of the fairness concerns relative to some fairness metric we are trying to optimize. As the efficacy consideration would indicate, merely tracking allocation frequency is probably insufficient and it is necessary to tie agent priority to the state of fairness. Allocation priority is also tied to efficacy as noted above. It may be necessary to compute expected fairness impact across all dimensions in order to optimize the allocation.

We plan to leverage aspects of social choice theory to help ameliorate some of these issues. There is a significant body of research on allocation and fair division mechanisms that provide a range of desirable normative properties including envy-freeness [9], e.g., the guarantee that one agent will not desire another agent's allocation, Pareto optimally, e.g., that agents receive an allocation that is highly desirable according to their compatibility evaluations [4]. An important and exciting direction for research is understanding what allocation properties can be guaranteed for the SCRUF-D architecture overall depending on the allocation mechanism selected [5].

We note that in most practical settings the personalization goal of the system will be most important and therefore the preference of this agent will have topmost priority. It is always allocated and is not part of the allocation mechanism. Thus, we cannot assume that the preference lists of the agents that are input to the choice system are anonymous, a common assumption in the social choice literature on voting [5].

4.5 Bossiness

Depending on how the concept of agent / user compatibility is implemented, it may provide benefits to bossy users, those with very narrow majoritarian interests that do not allow for the support of the system’s fairness concerns. Those users get results that are maximally personalized and do not share in any of the potential accuracy losses associated with satisfying the system’s fairness objectives. Other, more tolerant users, bear these costs. A system may wish to ensure that all users contribute, at some minimal level, to the fairness goals. In social choice theory, a mechanism is said to be non-bossy if an agent cannot change the allocation without changing the allocation that they receive by modifying their preferences [22].

4.6 Fairness Types

We concentrate in this paper and our work with Kiva generally on provider-side group fairness, that is characteristics of loans where protected groups can be distinguished. However, it is also possible to use the framework for other fairness requirements. On the provider side, an individual fairness concern is one that tracks individual item exposure as opposed to the group as a whole. It would have a more complex means of assessing preference over items and of assessing fairness state, but still fits within the framework.

Consumer-side fairness can also be implemented through use of the compatibility function associated with each agent. For example, the example of assigning risk appropriately based on user risk tolerance becomes a matter of having a risk reduction agent that reports higher compatibility for users with lower risk tolerance.
5 Experimental Studies

5.1 Experimental setup

As an initial examination of the properties of the SCRUF-D architecture, we constructed a simple simulation. A sketch of the evaluation configuration is shown in Figure 3. There are three fairness agents A1, A2, and A3. Each agent has a set of items of interest. The first agent A1 treats items 1-10 as protected for its purposes, the second A2, items 6-10 and the third A3, items 11-15. The remaining items 16-40 are unprotected items, which are not advanced by any agent. The overlap between A1 and A2 means that when A2 is selected it will be promoting items that also satisfy A1. A3 is the “pickiest” agent, the one with the most difficult to satisfy fairness constraint, because it only has 5 items and they are not of interest to any other agent.

User profiles are generated randomly from user types. Each user type consists of a table of target ratings for each item along with bias and noise parameters, which are used to generate recommendations. There are three user types. Type A is narrowly interested in items 1-3. Type B is interested in items 6-10, coinciding with Agent 2. The third user type has references that vary randomly across all items.

Recommendations are generated by selecting a user type at random and generating recommendations for each item based on the target rating, bias and noise parameters. The recommended items are ranked and the top 10 items are returned. The accuracy of these recommendations is measured by the rankin accuracy (NDCG@10) of this list relative to the target ratings for the user profile type.

All of the agents evaluate fairness in the same way. The recommendation lists from the previous algorithm iterations are combined. The fraction of this combined list that consists of the item-specific associated items is computed. If the fraction is equal or greater than 0.5, then the metric returns 1 (maximum fairness). If the list contains a smaller fraction, the fairness is twice the fraction so that it scales smoothly from 1 to 0.

For the purposes of these experiments, we ignore the compatibility function and allow all agents to be equally compatible with all users. The allocation mechanism uses a lottery as in [24], choosing a single agent with probabilities determined by the fairness scores. If all agents have a score of 1, which happens at the beginning of the simulation, no agents are allocated.

After the fairness agent is allocated, the scores from the recommender systems are adjusted such that each item among the $\delta^p$ protected items has its score augmented by the constant $\delta = 0.5$. Then the recommendations are sorted and the top ten items chosen as the recommendation list. This list is evaluated for accuracy with NDCG@10.
5.2 Results

Figure 4a shows the average agent fairness in recommendation lists across the whole experiment, compared to a baseline in which no reranking is performed. As we can see, the fairness increases for all the protected item groups, but especially for Agent 2, since, as expected, it benefits from the allocation of Agent 2 as well as itself. Agent 3 also fares well since it starts from a lower point. Note that the baseline implementation achieved a cumulative NDCG@10 of 3.94; the addition of the fairness agents reduces this by about 8% to 3.61 in order to achieve improved fairness.
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Figure 4b shows cumulative fairness loss (regret), calculated as $(1 - m_i)$ in each time interval over a sample simulation run. The three colored lines indicate the different fairness agents. The corresponding dashed lines show the sample calculation but for the recommender alone without reranking. The figure shows the improvement in fairness for all agents as expected, and particularly for Agent 2.

We also conducted an experiment in which users of Type B did not appear in the test run until time step 50, and then users of Type A do not appear after this time. This means that, although Agent 2 does get allocated in the initial phase, those interventions are unlikely to be effective. The baseline recommender would have to score items 6-10 highly enough so that augmenting their score by $\delta$ is sufficient to get them in to the top 10. As we can see in Figure 5, the regret for Agent 2 increases steadily during this time. (Agent 3 also increases but this is due to the fact that its fairness condition is harder to satisfy.)

After time 50, the interventions by Agent 2 become more effective and Agent 1 no longer has Type A users to draw from. The fairness gap closes and then turns around as Agent 1’s effectiveness changes. The change in the outcome for Agent 3 may seem unexpected since, but note that users of Type A have very narrow interests and opportunities for Agent 3 are rare in the first phase of the experiment.

We note also that, because the compatibility function was not included in this simulation, the allocation mechanism does not “notice” when an Agent-2-compatible user (Type B) comes along, and the choice of Agent 2 is not influenced by this knowledge.

These experiments show that the SCRUF-D architecture is capable of representing and applying multiple fairness concerns in a modular and agent-based way and balancing among them dynamically. Thorough empirical evaluation of
the architecture with real data and fairness concerns is a subject for future work, as is the incorporation and study of a full range of allocation and choice mechanisms.

6 Conclusion and Future Work

We have introduced the SCRUF-D architecture for integrating multiple fairness concerns into recommendation generation leveraging social choice. The design is general and allows for many different types of fairness concerns—involving multiple fairness logics and encompassing both provider and consumer aspects of the recommendation platform. The architecture is also general in that it makes few assumptions about the nature of the allocation and choice mechanisms by which fairness is maintained, allowing for a large design space incorporating many types of functions. We have included experiments that demonstrate the basic properties of the architecture in a synthetic setting.

Future work will proceed in multiple research arcs. One arc of future work is to apply the architecture in more realistic settings, particularly with Kiva. We are working with Kiva stakeholders and beginning the process of identifying fairness concerns. In the meantime, we also plan to conduct additional experiments with a variety of off-line data sets, exploring a range of different fairness concern formalizations and social choice options.

We have made the mechanisms and the agents fairly simple by design. Further experimentation will show how effective this structure is for maintaining fairness over time and allowing a wide variety of fairness concerns to be expressed. However, there are some areas of exploration that we can anticipate.

A key feature of the recommendation context is that the decisions of the recommender system only influence the exposure of protected items. There is no guarantee that a given user will show any interest in an item just because it is presented. In some settings and for some fairness concerns, exposure might be enough. But in cases where utility derives from usage rather than exposure, there would be some value in having the system learn about the relationship between exposure and utility. This setting has the attributes of a multi-objective bandit learning problem [17], where the fairness concerns represent different classes of rewards and the allocation of agents represents different choices.

Even when we consider exposure as our main outcome of interest, it is still the case that the allocation of different agents may result in differential improvements in fairness. Perhaps the items associated with one agent are more common in recommendation lists and can be easily promoted through re-ranking while other agents’ items are not.
The weight associated with the allocation of agents may need to be adjusted to reflect the expected utility of allocation, and this expected utility would need to be learned as in the case above.

The current architecture does not make any assumptions about the distribution of user characteristics. That is, suppose fairness concern \( f_i \) is “difficult” to achieve in that users with an interest in related items appear rarely. In that case, we should probably allocate \( f_i \) whenever a compatible user arrives, regardless of the state of the fairness metrics. This example suggests that the allocation mechanism could be adapted to look forward (to the distribution of future opportunities) as well as backwards (over fairness results achieved). This would require a model of opportunities similar to [23], and others studied in computational advertising settings.

The current architecture envisions fairness primarily in the context of group fairness expressed over recommendation outcomes. We believe that the architecture will support other types of fairness with additional enhancements. For example, a representational fairness concern would be incompatible with the assumption that fairness can be aggregated over multiple recommendation lists. Consider the examples in Noble’s *Algorithms of Oppression*: it would not be acceptable for a recommender system to deliver racist or sexist results at times, even if those results were balanced out in some overall average. Representational fairness imposes a stricter constraint than those considered here, effectively requiring that the associated concern be allocated for every recommendation opportunity.

The model expressed here assumes that fairness agents have preferences only over items. But it is also possible to represent agents as having preferences over recommendation lists. This would allow agents to express preferences for combinations of items: for example, a preference that there be at least two Agriculture loans in the top 5 items of the list. This kind of preference cannot be expressed simply in terms of scores associated with items. Agents would naturally have to become more complex in their ability to reason about and generate such preferences, and the choice mechanism would become more like a combinatorial optimization problem. It is possible that we can characterize useful subclasses of the permutation space and avoid the full complexity of arbitrary preferences over subsets.

Another interesting direction for research is more theoretical in nature. Much of the research in social choice focuses on providing guaranteed normative properties of various mechanisms. However, the models used in traditional social choice theory do not take into consideration the dynamics of recommender systems as most mechanisms are designed to work in one-off scenarios without dynamic aspects. As such, it will also be important to understand the properties of existing social choice mechanisms for allocation and choice when deployed in these dynamic contexts and to develop new methods with good properties.

References


